
Optimising Twin Uniform 
Distribution for Multiplicative 
Noise Data Masking
Pauline Ding*, University of Wollongong, Australia

AASC 2024
This is a joint work with H. Rowles, J. Brackenbury and Y.X. Lin



Multiplicative Noise for Data Masking
Introduction

• The perturbed value for measure 𝑋𝑋𝑖𝑖 of the 𝑖𝑖th individual is
�𝑋𝑋𝑖𝑖 = 𝑋𝑋𝑖𝑖 × 𝑀𝑀𝑖𝑖 .

• 𝑀𝑀𝑖𝑖 is a random multiplicate noise, i.i.d. sampled from noise 𝑀𝑀.

• Multiplicative Noise scheme has uniform protection regardless of original 
data value.

• Careful selection of 𝑀𝑀 can lead to desirable statistical disclosure control 
results, i.e., 

• remaining accurate statistical properties and 
• avoiding value disclosure.
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• 𝐸𝐸 𝑀𝑀 = 𝜇𝜇
• 𝑣𝑣𝑣𝑣𝑣𝑣 𝑀𝑀 = 𝜇𝜇2(𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 + 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 𝛼𝛼𝑚𝑚𝑖𝑖𝑖𝑖+ 𝛼𝛼𝑚𝑚𝑖𝑖𝑖𝑖

2 )/3
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• Primary disclosure risk can be eliminated 
when setting 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 = 𝛿𝛿.



• Secondary  Disclosure Risk
• An issue of regression risk 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐( �𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑖𝑖)
• Ma et al (2019) showed that a 

correlation below 0.8 gives large 
enough estimation uncertainty.

• 𝛼𝛼𝑚𝑚𝑎𝑎𝑎𝑎 needs to be large enough.
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Disclosure risks and Shift

• Primary Disclosure Risk

• Primary disclosure risk can be eliminated 
when setting 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 = 𝛿𝛿. • Shifting

• To avoid no perturbation to 𝑋𝑋𝑖𝑖 =
0, shifted multiplicative masked data is

• �𝑌𝑌𝑖𝑖  is an unbiased estimator of 𝑋𝑋𝑖𝑖
• Estimator of the sum is unbiased.



• Utility (of the sum)
• Conditional standard error (CSE) 

given observed {𝑋𝑋𝑖𝑖} is

Parameters for Optimisation
2 Parameters: 𝜶𝜶𝐦𝐦𝐦𝐦𝐦𝐦,𝒂𝒂 (𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬)

• Regression Risk
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Multi-objective Optimisation (Pareto Optimality)
Goal: minimize regression risk 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 and minimize estimation error 𝐶𝐶𝐶𝐶𝐶𝐶

Normalisation of the measures
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Multi-objective Optimisation (Pareto Optimality)
Goal: minimize regression risk 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 and minimize estimation error 𝐶𝐶𝐶𝐶𝐶𝐶

Normalisation of the measures

Linear weighted sum optimisation 
method

The solution for minizine the combined objective 
is not unique.



Real Data Illustration
2019/20 US Public Companies Accounts Payable Data of 5 companies

• Aim: to protect individual 
transaction but allow total yearly 
debt (sum) accurately estimated.



• Equally weighted sum optimisation 
with normalisations

Real Data Illustration
2019/20 US Public Companies Accounts Payable Data 

• Aim: to protect individual 
transaction but allow total yearly 
debt (sum) accurately estimated.



• We selected optimal values for 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑎𝑎 , showed good performance in 
the empirical measure of disclosure (sample correlation) and utility (relative 
error of sum estimates).

Results and Closing Remarks



• We selected optimal values for 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑎𝑎 , showed good performance in 
the empirical measure of disclosure (sample correlation) and utility (relative 
error of sum estimates).

• Closing remarks
• Twin uniform distribution can be optimisation in term of disclosure and 

utility simultaneously.
• Multi-objective optimisation with normalisation allows derivation of 

optimal solutions, which is case dependent and not unique.

Results and Closing Remarks



Thanks for your time.
poshaugh@uow.edu.au
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