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Spatial models 
 
 

 
 
 
 
 
 
 
    

 
              Spatial correlation among neighbouring plots 
   
Figure: A single row of plots. Arrow indicates direction of spatial correlation. 
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Nearest neighbour analysis (NNA) (Papadakis 1937) 
 

 

 

 

 

 

 

yj = yield on j-th plot 
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An equivalent mixed model (spatial) 
 
Linear Variance (LV) model (Williams 1986) 
 
Covariance ( similarity of plots) 
 
 
 
 
 
 
 
 
 
 
0                           Distance of plots 
 
 Can implement NNA with mixed models 

The closer two plots, the 
more similar they are in 
yield potential 
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Random walk models (state-space models) 
 

t1, t2 = trend values of two adjacent plots 
 
 
First-order random walk  first differences:         

 2
2212221 ,0~; aNaattatt           equivalent to LV! 

                                                                                     
Second-order random walk  second differences: 

       2
2231223213221 ,0~;22 aNaatttattttttt   

First-order autoregressive model [AR(1)]: 
 

  10,0~; 2
2212   aNaatt                             (Lee et al. 2021)  
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P-splines 
 

(1) Use effects uj to model trend values ti for the plots 
 

(2) Smear out the uj over adjacent plots 
 
(3) The uj are regression coefficients for B-spline basis functions B = {bij} 
 
 
Trend value for the i-th plot:  
 

1...;... 212211  imiimimiii bbbubububt  
 
P = penalized   penalty on regression coefficients uj 

  first differences or second differences! 
 

(Rodriguez-Alvarez et al. 2018; 'SpATS' package in R) 
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(Boer et al., 2020) 

 

           Trend LV model 
 
           Trend 3rd degree P-spline 
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Examples for 5 plots 
 
Cubical = third-degree, 7 knots at plots (including "outer" plots!):  
 

























167.0666.0167.00000
0167.0666.0167.0000
00167.0666.0167.000
000167.0666.0167.00
0000167.0666.0167.0

B

 

 
 need u1, ..., u7 
 

 t1 = 0.167  u1 +  0.666  u2 +  0.167  u3 + 0  u4 +  0  u5 +  0  u6 +  0  u7 
 t2 = 0  u1 +  0.167  u2 +  0.666  u3 +  0.167  u4 + 0  u5 +  0  u6 +  0  u7 
     etc.
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Examples for 5 plots 
 
Cubical = third-degree, just 5 knots:  
 

























167.0666.0167.000
021.0479.0479.0021.00
0167.0666.0167.00
0021.0479.0479.0021.0
00167.0666.0167.0

B

 

 
 need u1, ..., u5 
 

 t1 = 0.167  u1 +  0.666  u2 +  0.167  u3 +         0  u4 + 0  u5  
 t2 = 0.021  u1 +  0.479  u2 +  0.479  u3 +  0.021  u4 + 0  u5  
     etc.
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Examples for 5 plots 
 
First-degree, just 3 knots:  
 

























100
5.05.00

010
05.05.0
001

B

 

 
 need u1, ..., u3 
 

 t1 =    1  u1 +     0  u2 +  0  u3  
 t2 = 0.5  u1 +  0.5  u2 +  0  u3  
     etc.
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Examples for 5 plots 
 
First-degree, 5 knots at plots:  
 

























10000
01000
00100
00010
00001

B

 

 
 need u1, ..., u5 
 

 t1 = 1  u1 +  0  u2 +  0  u3 + 0  u4 +  0  u5 = u1 
 t2 = 0  u1 +  1  u2 +  0  u3 +  0  u4 + 0  u5  = u2 
     etc. 
 

 This is LV when first differences are used to penalize ui!
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Figure  Heatmap of wheat data 
of Stroup et al. (1994).  
 
(a) Raw data  
 
(b) Smooth trend (P-spline) 
 
                   (Piepho et al., 2022) 
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Intermediate summary on P-splines 
 

 Modelling smooth trend 

 Just another spatial covariance model 

 All covariance structures linear in the variance components 

 LV and random walk are special cases when using first differences 

 Many knobs (degree of B-spline basis, number of knots, difference penalty) 

 SpATS uses second differences, but often first differences sufficient 

 

(Boer et al. 2020; Piepho et al. 2022) 
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Fitting P-splines as mixed models: one column of plots 
 

But   
 
t  = vector of trend values for k plots 
 
B  = {bij} = k  m matrix of m B-spline bases of q-th degree 
 
u  = m-vector of coefficients 
 
 
Penalty for coefficients u: 
 

DuDu TT  
 
  = penalty parameter 
 
D  = (m  p)  m matrix of p-th differences 
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The penalty 
 
 

PuuT  
 

DDP T  = penalty matrix 
 
 equivalent to quadratic form for random effect in likelihood for random effects u 
 

PuuT2  
 
 
where  
 
2 = variance  
 
P = precision matrix    
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Next question 
 
 
What is the variance-covariance matrix for u?  
 
          needed for mixed model package 
 
 
If P were positive-definite, we could just use var(u) = P12  
 
 
But P is singular! 
 
                          use spectral decomposition of P 
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Spectral decomposition of P 
 
 

  TUddiagUP   
 
 
U  = eigenvectors of P = (U+ | U0) 
 
d  = eigenvalues of P 
 
 
where  
 
U+ = (m  p) eigenvectors corresponding to d+ 
 
U0 = p eigenvectors corresponding to zero eigenvalues 
 
d+ = sub-vector of (m  p) positive eigenvalues in d 
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Decomposing Bu 
 
 

ZwXuUBUuUBUuBUUBu TTT   00  
 
where 
 

0BUX    and  uU T
0   with precision zero!  fixed effect! 

 

 BUZ  and   uUw T
   with precision  ddiag   
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The penalty 
 
Using 
 

    TT UddiagUUddiagUP   
 
and 
 

uUw T
  

 
we find 
 
 

   wddiagwuUddiagUuPuu TTTT
    

 
 
 can assume      1211var 





  ddiagddiagw    
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The variance-covariance matrix for u 
 
The penalty again: 
 

   wddiagwuUddiagUuPuu TTTT
    

 
 
Observing that 
 

  TUddiagUP 



  1
 

 
is the Moore-Penrose inverse of P, we can also just fit the random effect Bu 
 
assuming that 
 

   Pu 2var   
 
But: Must also fit fixed effects uBUX T

0     (Lee et al. 2021) 
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What are the fixed effects?  (What's in the null space?) 
 
 
p = 1: 
 
X = 1  (just an intercept) 
 
 
p = 2: 
 

 hX 1  
 
h = vector of plot numbers 
 
      linear regression on plot numbers  
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Extending the model to two dimensions 
 
 
Plots of a field trial on a regular grid with k rows and s columns 
 
 
Model for spatial trend: 
 

rcrcuBt   
 
where  
 

crrc BBB   
 
Br = matrix of mr B-spline bases for k rows 
 
Bc = matrix of mc B-spline bases for s columns 
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A separable two-dimensional penalty 
 
 
Consider differences rcrcuD  where  
 

crrc DDD   
 
Dr = matrix of p-th differences for k rows 
 
Dc = matrix of p-th differences for s columns 
 
 
 penalty rcrc

T
rcrc uPu  

 
where 
 

c
T
cr

T
rcrrc DDDDPPP   
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What are the fixed effects? 
 

 
 
Fixed effects (null space) have dimension  
 

  pmpmmm crcr   
 
 need extra smoothing terms for row and column main effects 
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An important detail when p = 2 
 
Have design matrices 
 

 rr hX 1   and   cc hX 1  
 
 
When smoothing these using P-splines, have a random coefficient regression 
 
 need to allow for a covariance between intercept and slope 
 
 this is not nice but necessary to ensure invariance  
 
 to our knowledge this fact has been ignored in literature on P-splines 
 
 this complication is a good reason to favor p = 1



 

AASC 2024, Rottnest Island, 3 September 2024   Hans-Peter Piepho 29 

Special cases 
 
Several older approaches turn out to be special cases when knots are at the plots 
and first differences are used (p = 1). 
 
One particular one occurs when first-degree B-spline bases are used (q = 1). In 
this case the model is closely related to the 
 
LV  LV  
 
model (Piepho and Williams 2010; Boer et al. 2020). 
 
 
This model, in turn, is a limiting case of the very popular 
 
AR(1)  AR(1)  
 
model (Gilmour et al. 1997). 
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Penalties derived from sum of Kronecker products 
 
Lee and Durbán (2011) consider a penalty of the form 

 

  rccmrcmrrc
T
rc uPIIPu

rc
 21   

 

Wood (2017, p. 232): This can provide smoother fits than interaction smooth 

 

A major advantage: null space is cr XX   and only has dimension 2p  

 

1p : null space is just the intercept (Dutta & Mondal 2015) 

2p : null space also comprises regression on row and column numbers  
             and their products (Rodríguez-Álvarez et al., 2018)  SpATS 
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Interesting special case p = 1 & q = 1  

 

Conditional expectation of jiu , , the fertility value for the interior plot in the i-th row 

and j-th column (i.e., the i,j-th element of vector rcu ), given all other jiu , -values: 

 

       jijijijiji uuuuuE ,1,11,1,, 1
2
1...         with  

 

   21, 1var2 rcrcjiu         , where  

 

 212 rcrcrc    (modified from Dutta and Mondal, 2015)  
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This is recognized as an NN model, where the central plot is regressed on the 
nearest row and column neighbours (Julian Besag, in discussion of Bartlett, 1978; 
Kempton and Howes, 1981).  

 

Besag and Higdon (1999) refer to this as the intrinsic autoregressive (IAR) model.  

 

More difficult to translate to a standard mixed model framework because inverse 
of the precision matrix is not linear in the parameters (Wood et al., 2013, p. 345).  

 

Used here: profiling the residual log-likelihood for , i.e., via a grid search over 
 1,0  (Besag and Kooperberg, 1995).  
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Rodríguez-Álvarez et al. (2018) consider a simplified version of the IAR penalty: 

 

     rccmmr
T
rcrc wddiagIIddiagw

rc    

 

The models implemented in SpATS involve adding marginal smooths for rows and 
columns with diagonal variance-covariance structures 
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Two Examples 
 
Barley data or Durban et al. (2003) 
 
Wheat data of Stroup et al. (1994) 
 
 Fitted randomization-based baseline model and added spatial components 
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The separable penalty (p = 1) 
 

 
 
M26 is doing very well  mathematically close to LV  LV 
 
 LVIS = Linear Variance with Interaction Splines
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The separable penalty (p = 2) 
 

 
 
 Second differences not doing so well
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IAR / 
SpATS 
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Brief summary 
 
 P-splines are a very versatile option for spatial modelling in field trials 
 
 Several choices to make (many knobs to turn) 
 
 First differences simpler than second differences; work quite well 
 
 Okay to place knots at plots and use first-degree B-spline bases 
 
 Close ties with older approaches [NN-analysis, random walk, LV, AR(1)] 
 
 Our philosophy: always start with a randomization-based model as baseline; 

                          any spatial modelling is just an add-on 
 

 Important disclaimer: A sophisticated spatial analysis is no substitute for good 
experimental design 
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https://vsni.co.uk/blogs/top-5-must-have-features-for-effective-statistical-analysis/ 

 
(accessed on 8 August 2024) 
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